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In this talk I will first provide a brief introduction to Large Language Models, huge neural networks
with billions of parameters. These neural networks may be understood as providing a probabilistic
model of linguistic narratives. I will then show how one can probe this model for investigating short-
term memory properties and uncover surprising similarities with classical observations on memory in
humans.
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